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## Abstract

Accurate prediction of aqueous solubility is a critical task in the early stages of drug development. In this study, we evaluate several machine learning approaches for predicting solubility using a curated dataset of drug-like molecules. Features were generated using molecular fingerprints and physicochemical descriptors. Random Forest, Support Vector Regression, and Gradient Boosting models were trained and compared using cross-validation. Our results show that ensemble methods outperform traditional models, achieving an RMSE of 0.45 logS units on the test set. This work demonstrates the potential of data-driven models in supporting medicinal chemistry workflows and provides a foundation for integrating predictive analytics into cheminformatics pipelines. As shown in **Figure 1**, the model architecture provides clear insight into feature importance.

[Insert Figure 1 Here]

Figure 1. Architecture of the machine learning model used for solubility prediction.
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